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Abstract 

For the purpose of rapid detection of internal contamination in emergency situations, a portable 

body counter is used. To estimate minimum detection activity (MDA) for a portable whole body 

counter; the Monte Carlo code has been used. In the case of outdoor open fields, natural 

background radiations were simulated. This counter has a chair geometry equipped with a NaI 

(Tl) detector (5cm x 5cm) inside a lead shield collimator consists of a set of lines and a 

continuous component with monenergistic γ sources ranging from 300 to 2000 keV at intervals of 

100 keV. This matrix of data is folded with the measured spectrum outside the setup to estimate 

the observed spectrum in the detector. We evaluated the variation of the flux in the detector 

transmitted through the lead collimator and chair shield for different densities of lead and 

different photon energies. Computational data were used to estimate the MDA of the monitoring 

system. This method is less expensive to design and test a counter system for low-level counting 

of γ emitting radionuclides than experimental methods.  

Keywords: Body counter, Monte Carlo simulations, Phantom, Efficiency, Minimum Detectable 

Activity 

INTRODUCTION 

Whole-body counters are used for direct measurements of internal contamination and to evaluate 

the internal dosimetry of individuals [1–3]. They often include NaI (Tl) detectors, which are high-

efficiency and cost-effective [2, 4]. The BOMAB phantom is widely used for energy calibration 

and the efficiency of the body counters [5]. The efficiency of the detector depends on the density 

and size of the detector material, the type and energy of the radiation, and the electronics [6–12]. 

The minimum detectable level of radioactivity (MDA) is very important in the setup of gamma 

spectrometry and is related to the accuracy of internal contamination measurements using whole-
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body counters [13]. This parameter is qualitatively inversely related to the background radiation 

level and has a direct relationship with the detector efficiency. Background radiation effects are 

important enough in typical detector applications, as most detectors provide a certain amount of 

shielding for the detector to reduce background effects and separate it from the laboratory 

environment [14, 15]. Designing and testing new equipment is an expensive and long process. In 

these cases, the Monte Carlo simulation results are good as a model for design purposes [16–19]. 

Simulation calculations to determine the effects of different physical parameters used to estimate 

the activity [16]. These calculations are used to determine the optimum size of the detector and 

the effect of counting geometry on body monitoring for radionuclides. For example, Kramer et al. 

reported a Monte Carlo simulation study for a whole-body counting system with the geometry of 

a chair equipped with a NaI (Tl) detector (29.2 cm in diameter, 10.2 cm in height) in a shielded 

room. The geometry of the detection in this simulation is such that the Bottle Mannequin 

Absorber (BOMAB) phantom is placed on a chair at an angle of 45 
o
 and at a distance of 71 cm, 

and the source has a uniform distribution in the phantom using Monte Carlo simulation [20]. Lei 

et al. a portable internal contamination monitor with dual detector (3 inch NaI (Tl) detector) were 

developed with considerable MDA and low cost that be suitable for large-scale application [21]. 

A monitoring system with the chair-type geometry has been designed and manufactured using 

Nal (Tl) detector (5cm in diameter ×5cm in height) with lead collimator, and the chair is shielded 

using 5cm thick lead layer [22]. In the previous article, a whole-body counter with a chair 

geometry including a detector and a local shield was made and its calibration was done with a 

phantom. But in this study, we want to have a computational study to estimate the MDA of this 

type of counter, which also depends on the type of sources for background radiation.  

The main purpose of the study is to investigate the use of the Monte Carlo method to define a 

source for the actual background radiation. In the next step, as an application, we evaluate the 

counting efficiency a chair-typed body counters with a BOMAB phantom. 

THEORIES AND COMPUTATIONAL METHOD 

Design method  

MDA is a better measure for detector performance [16], and it depends on both the counting 

efficiency and the background radiation, as shown in the following expression: 
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 MDA =
 4.653√Bg

T×E
 ,                   (1) 

      Where Bg is background counts in the region of interest, f is the abundance percentage, E is 

counting efficiency (cps Bq
-1

), and T is counting time (sec) [16]. 

The detector response is calculated using, mono energetic gamma sources as isotropic spherical 

surface sources that surround the detector and seat shield. This is done to simulate the geometry 

of the incoming background radiation from the environment toward the detector. The source input 

is comprised of mono energetic gamma rays that range from 300 to 2000 keV, with a 100 keV 

interval. The tally output has an energy bin of 20 keV. The Green’s function is creating by this 

data set. It indicates the probability that a gamma photon of energy Ej will generate a flux of 

energy 𝜀𝑖 in the detector after passing through the shielding of the detector and seat. Now, to 

estimate the energy deposited by the flux in the detector, we need to multiply the Green’s 

function that is generated at various energies(𝜀) [14]. Fig. 1 shows a diagram of scattered photons 

created by the interaction of input photons with a shield. To obtain the detector response matrix, 

Green
’
s function is multiplied by the detector's inherent efficiency. 

To calculate the intrinsic efficiency of the detector, the F6 tally is used in the MCNP code. Tally 

f6 gives the energy stored per unit mass of the detector, so the inherent efficiency of the detector 

can be obtained using equation 2: 

(2) 𝜉(𝜀) = 
(𝑓6)

(𝜀)
 × 𝑚𝑑 

       where md is the mass of the sodium crystal (which is easily obtained in the MCNP output file 

after executing the code), ε is the source energy, f6 is the energy stored in the mass of the 

detector, and ξ (ε) is the inherent efficiency of the detector (the total energy stored in the crystal 

for a photon of a source with energy).  

We used a 100 keV energy bin for folding. The mathematical description of this can be as 

follows: 
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S(𝜀i) = ∑ 𝐺(𝐸𝑗  → 𝜀𝑖)𝑋(𝐸𝑗)𝜉(𝜀𝑖)𝑗             (3) 

Where 𝐺(𝐸𝑗 → 𝜀𝑖)Green’s function which denotes the probability that a gamma photon of energy 

Ej will produce a flux of energy 𝜀𝑖 in the detector after passing through the shielding of detector 

and seat. 𝑋(𝐸𝑗) is the spectrum outside the shielding having the energy parameter as denoted by 

𝜉(𝜀𝑖) is the spectrum inside the shield with energies𝜀𝑖. The detector response matrix for a photon, 

which is obtained using the MCNP simulation, is obtained by the folding method described in 

Mitra et al. study [14].  

Because of the presence of lead in shielding design, the simulation becomes a deep penetration 

problem, so variance reduction techniques are used to reduce the relative error [14]. We use 

Russian roulette and the splitting technique and find out the figure of merit (F) relative error (re), 

relative variance of variance(VOV) and computer time (𝜏) for different combinations of splitting 

and for monoenergetic sources of 0.3, 0.5, 1.5 and 2.0 MeV. Table 1 gives a comparison of the 

values of the statistical indicators for different combination of splitting at 1.0 MeV source energy. 

These variances were considered for different tally types track length (tF), energy deposition (tE), 

and computation time (𝜏) in minutes for various combinations of cell importance. 

MCNPX modeling 

The design of the whole body counter with chair geometry includes a NaI (Tl) detector with 2 x 2 

inches (5cm x 5cm), a lead collimator, and a BOMAB phantom. Fig. 2 shows the modeling of the 

detector and collimator, and Fig. 3 shows the modeling of the phantom and shielding of the chair 

by the MCNPX code. In this study, the MCNPX code was used to evaluate the transport of 

particles between the source and the detector. The reason for using a 2x2 inches NaI (Tl) is to 

achieve a portable system with acceptable performance because using a larger detector requires a 

larger collimator, which makes it heavier. The initial designed shield is cylindrical in shape, and 

the radiation inlet to the detector is conical. The shielding materials are iron, lead, copper, and 

cadmium (from the outside to the detector) with thicknesses of 3 mm, 5 cm, 2 mm and 1 mm, 

respectively. Figure 1 shows the modeling of shielding geometry. Initially, for design purposes, a 

BOMAB phantom was used in the simulation, which consists of 10 bottles made of polyethylene 

or Plexiglas and contains a uniform distribution of radioactive liquid (cesium-137 or cobalt-60) 

[5]. In the MCNPX code, the each energy was executed with 100 million particles in the program, 

and tally F8 was used to determine the number of counts in the all-energy peak region. 
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     These steps were simulated for the θ= 45
o 
relative to the horizon surface and a d= 70 cm from 

the detector to the phantom. According to the model based on the Monte Carlo method to 

estimate the background radiation spectrum presented in the reference, Mitra et al. study, the 

background radiation spectrum inside the shield for the geometry of the whole body counter 

system is simulated using MCNP code [14]. To describe the background radiation, the simulated 

source is a spherical surface source that surrounds the entire whole-body counter system. Each 

point on this spherical surface acts as an isotropic point where the rays are emitted in the same 

direction in the sphere with the same probability. In Monte Carlo calculations, these points are 

randomly but uniformly distributed on the spherical surface. Although this model does not 

exactly resemble real background radiation, it can be simple and very close to the background 

radiation, and the choice of such a source can avoid the complexity of the problem. The spherical 

surface source is defined by the command sur, and the direction is considered to be inside the 

spherical surface. Figure 4 shows the simulated geometry of the counter system, which includes a 

surface source, shielded chair, detector, and collimator cell. Using f4 in the MCNPX code, the 

energy flux distribution inside the detector for the simulated geometry is calculated when the 

source (background radiation) is outside the shield and collimator. For this purpose, in the input 

file, single energy sources of gamma from the energy range of 300 keV to 2000 keV with an 

interval of 100 keV is considered, and the program is executed for each energy.  

Results and discussion 

In this section, In order to validate the input file for the MCNPX code, first a comparison was 

made between the results of efficiency calculations for two groups: this study and Kramer et al.'s 

study (Table 2). The detectors had dimensions D = 29.2 cm and H = 10.2, and a BOMAB 

phantom was used [16]. In comparison, as shown in Table 2, the maximum difference in 

efficiency is 9.1 % related to the photon energy of 364 keV. This difference can be due to density 

changes for different types of steel used in the detector window. The geometry of the detection in 

this simulation is such that the phantom is placed on a chair at an angle of 45° to the horizon and 

at a distance of 71 cm (Fig. 3). 

The results of the simulation calculations for NaI (Tl) with a dimension of 2 x 2 inches in two 

cases, with and without a lead collimator, while located at a distance of 71 cm from the BOMAB 

phantom, are shown in Fig. 5. The detection geometry in this simulation is such that the phantom 

is placed on a chair at an angle of 45°. The efficiency of the detector decreases with increasing 
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energy, and its values in the case of the collimator are in the order of 10
-4

 to 10
-5

. These results are 

consistent with published reports for commercial whole-body counters [5]. 

The energy flux distribution inside the NaI (Tl) detector, represented as the Green
’
s function, G(Ej 

→ εi), is shown in Fig. 6 for several different energies, which are calculated using the MCNPX 

code. These diagrams show that the greater share of energy flux distribution inside the detector is 

due to the main beam of the source, and scattered beams also have a smaller share of the energy 

flux inside the detector in the energy range than the main beam. The scattered beams are created 

by the interaction of the main beams with the shielding material 

Fig. 7 shows the results of estimating the gamma spectrum of the background radiation through 

simulation and experimental measurements by considering the lead collimator for the detector. 

The peaks observed in both spectra are from gamma rays resulting from the decay of potassium-

40 in the environment. A comparison of the results with the results of the Mitra et al. study [13] 

indicates that the background radiation level in this study decreased in the order of 0.5 due to the 

use of a lead shield at an energy of 1400 keV. Fig. 8 shows the difference between the simulation 

and the measured results. We observe that the calculated spectrum under predicts the measured 

spectrum at all energies even though corrections for detector efficiency have been made, and the 

difference between the two spectra is prominent at higher energies due to the porosity of the lead 

shielding. One of the reasons for this difference may be due to the fact that in simulations, a 

spherical surface source is considered a background radiation source. Another reason may be that, 

in the course of the simulation, the density of lead was considered highly uniform and pure. In the 

real world, there may be a series of pores and impurities in the lead that reduce its effective 

density. Figure 8 shows the flux changes for different lead densities and for single-energy 

sources. Therefore, the detector response matrix (Fig. 3) is obtained for lower densities, which 

results in the fact that the effective density of 11 g.cm
-3 

gives the best match between the 

measured and simulated background radiation (Fig. 8). The maximum relative error for 

simulation data in Figure 8 is 1.99%, which corresponds to the gamma energy of 300keV. 

Because of the presence of the lead shield in this study, there is a problem with deep penetration, 

which results in a large statistical error. Then, use of variance reduction techniques in Monte 

Carlo simulations is highly recommended for such cases. 

In Table 3, the MDA values calculated in this study were compared with Kramer et al.'s study 

[23]. Due to the larger dimensions of the detector (7.5 cm x 7.5 cm) in the Kramer et al. study, the 
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counting efficiency values are about 7 to 12 times larger than the efficiency values in this study 

(detector size of 5 cm x 5cm). However, the amount of background counts in this study is lower 

due to the proper lead shielding. As shown in Table 3, we will eventually have an estimate of the 

MDA values for the desired energy. Although, the small detector is usually used for thyroid 

monitoring, we have shown that it can also be used in the whole body counter in emergency 

situations. In this method, without the need for costly experimental tests, we can only use Monte 

Carlo calculations to determine the shield's contribution to improving the MDA value. The design 

of such a counter system allows us screening in a large-scale radiological incident with MDA 

values about 1-4 kBq. However, the results of the measurement can be used for rapid estimation 

of the internal contamination of individuals. 

In order to simulate source for background radiation, a spherical surface source was surrounding 

the setup, and it is clear that this is an approximate way to describe the actual background. Also, 

features such as nonlinearity of scintillation efficiency and single escape peak shift need to be 

taken into account to achieve accurate result.  

Sahrma et al. have used simulation tools to understand the effectiveness of the shielding. [24].  In 

the case of outdoor open fields, natural background radiations were simulated with the 

assumption of an infinite half-space source, which means a 2π- source geometry and for intense 

γ-rays emitted by long-lived radioactive nuclei, like 
40

K, 
232

Th and 
226

Ra or their progenies. They 

mentioned that the indoor source geometry is not easy to be realistically modeled. It seems that, 

the method used in this study can be used for the topics that are practically mentioned above.  

 

Conclusions 

Evaluation of detector efficiency and background radiation was performed to design a whole 

body counting system with chair geometry equipped with a NaI (Tl) detector using the MCNPX 

code. In the case of outdoor open fields, natural background radiations were simulated and the 

source input was considered of mono energetic gamma rays that range from 300 to 2000 keV.  

This type of detailed simulation becomes a useful tool for simulating background in low-level 

counting setup. Any modification in the background spectrum can be incorporate by simply 

multiplying the Green’s function with the probability distribution of the measured spectrum. 

Computational data were used to estimate the MDA of the monitoring system. This method is less 
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expensive to design and test a counter system for low-level counting of γ emitting radionuclides 

than experimental methods. 
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Table 1.  Values of statistical indicators for various combinations of cell importance: F, re and VOV for 

different tally types track length (tF ), energy deposition (tE), and computation time (𝜏) in minutes. 
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Table 2. Comparison of efficiency calculations for this study and Kramer et al study [16], the detector 

dimensions was D=29.2cm and H=10.2 and BOMAB phantom was used. 

E (keV) This study  Kramer study   

Efficiency % Relative 

error 

Efficiency % Relative 

error 

% Relative 

difference 

280 7.26 x 10
-3

 0.56 6.70 x 10
-3

 0.51 8.39 

364 7.37 x 10
-3

 0.53 6.74 x 10
-3

 0.46 9.31 

468 7.20 x 10
-3

 0.47 6.64 x 10
-3

 0.42 8.50 

662 6.69 x 10
-3

 0.43 6.33 x 10
-3

 0.37 5.76 

834 6.27 x 10
-3

 0.39 6.09 x 10
-3

 0.35 3.03 

1173 5.73 x 10
-3

 0.36 5.68 x 10
-3

 0.31 9.4 

1332 5.57 x 10
-3

 0.32 5.48 x 10
-3

 0.29 1.55 

1460 5.35 x 10
-3

 0.28 5.34 x 10
-3

 0.27 2.07 

1836 4.95 x 10
-3

 0.25 4.95 x 10
-3

 0.24 4.96 

 

 

 

 

 

25.78 0.0011 0.001 0.0255 0.0254 59.85 60.21 1:1:1 

18.51 0.00138 0.0014 0.0241 0.0241 92.86 93.14 1:2:4 

18.14 0.0017 0.0017 0.0251 0.0251 87.05 87.29 1:2:6 

17.91 0.0018 0.0018 0.0255 0.0255 85.59 85.88 1:2:8 

19.26 0.0014 0.0014 0.0226 0.0226 101.63 102.05 1:3:6 

19.25 0.0017 0.0017 0.0231 0.0231 96.55 97.27 1:3:9 

20.37 0.0013 0.0013 0.0213 0.0213 107.9 108.23 1:4:8 
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Table 3. Comparison of the MDA values (Bq) in a NaI (Tl) counter between this study and Kramer et al 

study [23] that counting time was 5min. 

E (keV) Efficiency (count /photon) Background (cps) MDA 

This study Kramer 

study 

This 

study 

Kramer 

study 

This 

study  

Kramer 

study 

280 1.66 x 10
-4

 1.17 x 10
-3

 7.15 24.50 4320 1137 

364 1.39 x 10
-4

 1.06 x 10
-3

 3.85 17.03 3780 1044 

468 1.14 x 10
-4

 9.33 x 10
-4

 2.26 10.47 3540 931 

662 8.26 x 10
-5

 7.68 x 10
-4

 1.41 10.17 3860 1114 

834 6.81 x 10
-5

 6.77 x 10
-4

 1.16 8.22 4240 1137 

1173 4.94 x 10
-5

 5.59 x 10
-4

 0.98 6.83 5380 1255 

1332 4.54 x 10
-5

 5.20 x 10
-4

 1.00 7.13 5910 1380 

1460 4.19 x 10
-5

 4.91 x 10
-4

 1.01 7.78 6440 1527 

1836 3.44 x 10
-5

 4.21 x 10
-4

 0.41 1.87 4990 871 
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Fig. 1. Diagram of scattered photons created by the interaction of input photons with a shield 
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Fig. 2. The layout of the detector setup includes NaI (Tl) and shielding layers 
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Fig. 3. Geometry of the detection setup used for MCNPX simulation includes a detector, shielding layers 

collimator and phantom with uniform distribution. 
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Fig. 4. Geometry of the counter setup used for MCNPX code. It includes surface source, shielded chair, 

detector and collimator. 
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Fig. 5 The simulation calculations for NaI (Tl) with dimension of 2 x 2 inch in two cases, with lead 

collimator and without lead collimator. 
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Fig. 6 Plot of the Green’s function at source γ energies 0.5, 1.0, 1.5 and 2 MeV. This is the flux in 

the detector transmitted through the lead collimator for one source photon 
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Fig. 7. Comparison of measured background γ-spectrum with simulated results for two different 

densities (11 and 11.3 gcm
-3

) of lead. 
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Fig. 8.  Flux changes in the detector after passing through the shield with different densities and energies 
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